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1 Background and Motivation
Large language models (LLMs), such as autoregressive Transformer models Vaswani et al. (2017),
including GPT Brown et al. (2020) and LLaMA Touvron et al. (2023), drive a wide array of
applications. These models, which typically contain billions of parameters, are the backbone of many
LLM-based services. However, processing a single LLM request can cost up to ten times more than a
traditional keyword search Dastin and Nellis (2023). This significant cost emphasizes the urgent need
to reduce operational costs in cloud environments to meet the growing demand for LLM services.

To mitigate the underutilization of GPU parallelism, researchers have proposed Speculative Decod-
ing Leviathan et al. (2023); Chen et al. (2023), which uses smaller models to produce initial drafts.
The main LLM refines these drafts into a batch of inputs for a single request, as shown in Fig. 2b.
However, speculative decoding can decrease the throughput because 1) the parallelism is already
utilized and 2) it generates numerous unnecessary drafts for the large target model to evaluate, causing
a waste of computational resources. To eliminate such efficiency, we propose CALID which uses a
confidence score based filter decoding mechanism to avoid the unnecessary inferences of the large
model while utilizing the efficient small language model (SLM) to generate the results.
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Figure 1: CALID System Design

We introduce the architecture of CALID in this section, and illustrate the system design in Fig. 1.

2.1 Negative Log-Likelihood (NLL) based confidence score
The confidence score system is based on a negative log-likelihood (NLL) based metric, which
provides a significant indication of the output quality produced by an SLM. To compute the NLL-
based confidence score, we establish a probability distribution for potential subsequent tokens as
t1, t2, ..., tmaxk, ranked in descending likelihood in the distribution of all tokens, Pi. The Confidence
Score is calculated by the most likely token as Equation 1, which serves as an estimator for the output
quality of the draft model.

Confidence(Pi) = NLL(t1) (1)

The probability associated with the most likely candidates intuitively serves as a measure of ‘confi-
dence’ in the predictions made by the language model. Consider a programming assistant for code
completion as an example. To complete a for-loop statement ‘for (int i = 0; i < n;’, a preliminary draft
model might predict the tokens ‘i’ and ‘++’ with high likelihood. In these scenarios, the confidence
score C1 should be high, offering a reliable estimation of the output quality from the draft model.
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Figure 2: In the decoding process, the blue arrows represent inferences with draft models; the green arrows are
inferences with a draft model.

2.2 Filter Decoding
Although large transformer models deliver high-quality outputs and are pivotal in numerous AI-
driven applications, the efficiency of autoregressive generation presents a significant limitation. The
inherent attention mechanism in transformers requires that generating a sequence of T tokens needs
T sequential autoregressive evaluations by the model.

In the traditional decoding process in Fig. 2a, the model first evaluates the prompt as the initial input.
Then, a token is sampled from the distribution generated by the model and appended to the preceding
input to form the new input.

Speculative decoding, although not efficient, tolerates the variability in the difficulty of inference
steps, where some tokens are "harder" and others are "easier". Based on the insights of speculative
decoding, we further develop Filter Sampling. As shown in Alg. 2, Mp denotes the accurate LLM,
Me denotes the efficient SLM, input1..k denotes the user request prompts, T denotes the output
length, and Thresholdc denotes the adaptive threshold to balance output quality and throughput. We
also provide the vanilla sampling method of Auto-Regressive Sampling in Alg. 1 for comparison.

Algorithm 1 Auto-Regressive Sampling

Input: M(.|.), input, T
Initialize n← t
for i = 1 to T do

Pi ←Mp(x|input+ {x1, ..., xi−1})
Sample xi ∼ Pi

end for
return x1, ..., xT
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Algorithm 2 Filter Sampling

Input: Mp(.|.), Me(.|.), input1..k, T ,
Thresholdc
Initialize n← t
for i = 1 to T do

Qi ←Me(x|input+ {x1, ..., xi−1})
Ci ← Confidence(Qi)
if Ci > Thresholdc then

Sample xi ∼ Qi

else
Pi ←Mp(x|input+ {x1, ..., xi−1})
Sample xi ∼ Pi

end if
end for
return x1, ..., xT

Confidence(·) function processes the distribution from the SLM to determine the confidence level
of its outputs. Outputs from the efficiency model that achieve high confidence scores are deemed
high-quality and accepted as final results. Lower-quality outputs are substituted with those from
the performance model, optimizing computational resource usage. This methodology ensures the
efficient allocation of computational resources, enhancing system’s overall performance.

The inference gateway serves as a pivotal component within the system’s architecture, functioning as
a proxy between clients that utilize SLMs and LLM clusters equipped with high-performance GPUs.

In the standard operation, the gateway aggregates user requests into batches and directs them to the
inference clusters. In CALID, the inference gateway initially caches the input from the users with their
confidence score in the Request Cache. Then, it executes batch Filter decoding by first calculating the
thresholdc. In our implementation, thresholdc is set to a constant value for simplicity. During filter
decoding, the Inference Gateway selectively batches requests with lower confidence scores, sends
them to the LLM Inference backend, and returns an early acceptance of drafts of the requests with
high confidence scores.

The preliminary evaluation in Fig. 3 demonstrates that substituting some results with those generated
by SLM has minimal impact on the overall quality of the output. Blue crosses represent the perfor-
mance of Llama2 (7B, 13B 70B from left to right). Orange dots represent our work with different
Thresholdc. The Inference gateway filters out 47.80%, 41.6% and 36.4% of requests to the Llama2
7b and the rest to Llama2 70b from left to right.
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