
Improving the Faithfulness of LLM-based Abstractive 
Summarization with Span-level Unlikelihood Training

Unfaithfulness in LLM-generated Summaries
● Unfaithful generation is prevalent in all LLMs
● The unfaithfulness problem can heavily affect the 

practicality of summarization systems
Span-level faithfulness Annotations is Scarce
● Few datasets with span-level faithfulness annotations
● Fewer studies have used span-level faithfulness 

annotations to improve summary faithfulness
Goal: To improve summary faithfulness with 
span-level unfaithfulness annotations

Motivation
Given that LLM-generated summaries are more preferred 
than the reference summaries in the original datasets, we 
construct a dataset with “organically hallucinated” summaries

1. Generate summaries with Llama2-7b on:
● SAMSum: short daily conversations
● CNN: news articles

2. Annotate unfaithful spans in summaries with GPT-4

3. Filter noisy outputs and balance data between positive 
and negative examples
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Results

Baseline (MLE training on positive 
samples) faithfulness

Tested methods faithfulness with different ε

● Human evaluation confirms unlikelihood 
training can effectively improve 
faithfulness

● GPT-4 span labeling correlates with 
human the highest, demonstrating its 
effectiveness at evaluating faithfulness

● Unlikelihood training can significantly 
improve summary faithfulness over 
baseline

● Task vector negation shows some 
improvements but gradient ascent is 
detrimental to performance

System prompt: You will be given a source text and a 
summary of that text … identify spans of text in the 
summary that is inconsistent to the source …
User prompt: <source> Pam: Hey Robert … </source>
<summary> Pam asked Robert … by providing the 
address of the store. </summary>
GPT-4 output: <summary> Pam asked Robert … by 
<hallu> providing the address of the store.</hallu> 
</summary>

Hey Robert, you said you could help with Tom’s 
birthday?
Sure, what do you need?
I have to go shopping, cook, and clean, and I 
figured out I don’t have time to pick up the balloons. 
From where?
There’s this store in the city centre that sells these 
awesome floating balloons.
No problem, just text me the address. 
Bless you!
;)
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Pam asked Robert for help with Tom’s birthday celebration, as 
she needs to go shopping, cook, and clean, and doesn’t have 
time to pick up floating balloons from a store in the city centre. 
Robert agreed to help by providing the address of the store.
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Methods
Gradient Ascent

Unlikelihood Training

Task Vector 
Negation

θres= θpre

+ (1 - ε) τpos       
- ετneg

θ is model 
params, τ is 
task vector

# of faithful summaries out of 95, 
according to human and automatic 
metrics. And each metric’s correlation with 
human judgements


