
OVERVIEW

• Physical nodes within the 

LEAD system are virtualized 

into multiple virtual nodes, 

each functioning as 

independent peers within a 

structured overlay network. 

• LEAD utilizes consistent 

hashing for peer addressing.

Conclusion

• LEAD includes the detailed design of training and updating learned models, 

implementing single-key and range queries, achieving load balancing, and 

dealing with system churns. The implementation and simulator code will be 

made open-sourced upon the acceptance of the paper.

• LEAD opens a completely new field for further research on integrating 

learned models with distributed networked systems. It is promising to 

explore multi-dimensional range queries with LEAD and to investigate its 

practical deployment of LEAD in the future.
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- Distributed Hash Tables (DHTs) are pivotal in numerous high-impact 

key-value applications such as CDN, DNS, IoT, DBs, and Blockchain.

- The problem. Traditional DHTs distribute keys randomly across the 

network. Hence, similar keys will be mapped to completely different 

storage locations. To perform a range query, all keys in the queried range 

need to be searched to ensure the completeness of the query. As these keys 

will be mapped to different locations based on the hash function, accessing 

these locations will result in high latency and message overhead, making 

range queries inefficient.

LEAD DESIGN

PRELIMINARY RESULTS

Fig. 3. Range Query in LEAD

LEAD (LEArned DHT) System:

- first introduces the concept of the Learned Hash Function under the 

realm of distributed key-value database systems. We renovate traditional 

hash functions that map keys to random positions, allowing LEAD to 

maintain the inherent order of keys and enhance range query performance.

- employs mechanisms that rapidly update the overlay routing tables and 

maintain the learned models with a distributed model update method 

termed the Federated Recursive Model (FRM).

- incorporates a load-balancing model using virtual nodes to allocate keys in 

an even manner that prevents overloading specific nodes

- designed to adapt dynamically to frequent changes in the system

Fig. 1. LEAD System Design

Fig. 2. Key Mapping with a Learned Hash Function

• LEAD uses the Learned Hash Function for key mapping. It takes a key 

as input and predicts its position within a hashing space as the hash value.

• Utilizing the cumulative distribution function (CDF) of keys managed on 

the network, the learned hash function maintains the inherent order of keys 

while mapping them and supports the capability for in-order data retrieval.

• LEAD employs the Recursive Model Indexes (RMI) structure to 

implement the learned hash function, as articulated as follows:

Fig. 4. Range query latency on various datasets from large-scale simulations

Fig. 5. Number of messages of each range query on various datasets

Fig. 6. Key-Value Pair Distribution

• LEAD achieves tremendous advantages 

in system efficiency compared to existing 

range query methods in large-scale 

distributed systems, reducing query 

latency and message cost by 80% +.

• LEAD exhibits remarkable scalability 

and robustness against system churn, 

providing a robust, scalable solution for 

efficient data retrieval in decentralized 

key-value systems.
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